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Abstract

The purpose of this study was to examine the performance of Naive Bayes, k-nearest neighborhood, neural
networks, and logistic regression analysis in terms of sample size and test data rate in classifying students
according to their mathematics performance. The target population was 62728 students in the 15-year-old group
who were participated in the Programme for International Student Assessment (PISA) in 2012 from The
Organisation for Economic Co-operation and Development (OECD) countries. The performance of each algorithm
was tested by using 11%, 22%, 33%, 44% and 55% of each dataset for small (500 students), medium (1000
students) and large (5000 students) sample sizes. 100 replications were performed for each analysis. As the
evaluation criteria, accuracy rates, RMSE values, and total elapsed time were used. RMSE values for each
algorithm were statistically compared by using Friedman and Wilcoxon tests. The results revealed that while the
classification performance of the methods increased as the sample size increased, the increase of training data ratio
had different effects on the performance of the algorithms. The Naive Bayes showed high performance even in
small samples, performed the analyzes very quickly, and was not affected by the change in the training data ratio.
Logistic regression analysis was the most effective method in large samples but had a poor performance in small
samples. While neural networks showed a similar tendency, its overall performance was lower than Naive Bayes
and logistic regression. The lowest performances in all conditions were obtained by the k-nearest neighborhood
algorithm.

Key Words: Artificial neural networks, educational data mining, k-nearest neighborhood, logistic regression, naive
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INTRODUCTION

Data mining is used to discover hidden patterns and relationships that help decision making by
processing large amounts of data (Bhardwaj & Pal, 2011). A wide variety of methods based on
mathematical and statistical algorithms are used to predict, cluster, and reveal relationship networks in
many disciplines. Data mining has its roots in machine learning, artificial intelligence, computer science,
and statistics (Dunham, 2003). Data mining methods, which are used in a wide range from marketing to
engineering, from health sciences to business, have started to be used to examine large and complex
educational datasets that have been increasing rapidly with technological developments. Although data
mining is applied to a large number of industries and sectors, its applications in the context of education
are limited (Ranjan & Malik, 2007).

Predicting student success is the focus of many kinds of research in education. In particular, today, while
technology is developing rapidly and gaining more importance in education, there are databases that
contain many factors that affect student success. In addition to the course management systems that
include rich educational data sources such as Blackboard and Moodle, data is collected at the student,
teacher, school, regional and country level in large scale assessments such as Trends In International
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Mathematics And Science Study (TIMMS), Programme for International Student Assessment (PISA),
and Progress In International Reading Literacy Study (PIRLS). It is increasingly getting important in
recent years to predict and compare students’ performances by analyzing large educational datasets. For
this purpose, educational data mining (EDM) has emerged as an independent research area in recent
years (Baker, 2010).

EDM is a new discipline that emerged in order to apply data mining techniques to educational data
(Baker & Yacef, 2009; Huebner, 2013). It can be used in various areas of education, from the
effectiveness of teaching programs to predict student success, from educational institutions to the
performance of teachers. There are different definitions of EDM in the related literature. According to
Baker and Yacef (2009), EDM focuses on the development of new methods to make discoveries from
characteristics data obtained from educational settings. EDM is a scientific research area that uses these
methods to understand better students and learning environments (Baker & Yacef, 2009). However,
Huebner (2013) considers that such definitions are limited, EDM covers an extensive educational area,
and the scope and definitions of this area will change with future studies.

Romero and Ventura (2007) stated that data mining in education is an iterative cyclical process
consisting of hypothesis creation, testing, and development. In this process, educators and academic
specialists have the responsibility to design, plan, and develop educational systems. The outputs
(demographic data, course information, academic data, etc.) obtained by the students' use and interaction
with these systems can be used in data mining for various purposes (clustering, classification,
association, etc.). The useful information discovered can be used by both educators and students
(Romero & Ventura, 2007).

Baker (2010) stated that a wide variety of popular methods used in educational data mining are classified
under five main categories: Prediction, clustering, discovering relationships, discovery with models, and
distillation of data to evaluate individuals. Prediction makes inferences about a single piece of the data
by using the other variables making up the majority of the data. An example of this is the use of features
such as anxiety, attitude, self-efficacy, etc., in the rest of the data in order to make inferences about
students' mathematics performance. Classification of individuals or observations according to a certain
categorical variable is one of the most basic prediction techniques in data mining (Baker, 2010). Some
popular prediction algorithms are decision trees, logistic regression, support vector machines, artificial
neural networks, Bayes algorithms, k-nearest neighborhood, and density estimators based on various
kernel functions. In order to evaluate the accuracy of an estimator, criteria such as converted
performance metrics based on the error matrix (precision, recall, F criterion, etc.), root mean square
error (RMSE), Kappa (Cohen, 1960) concordance coefficient, area under the ROC curve (Egan, 1975)
and error rates are used.

In order to test the performance of algorithms in data mining, data is divided into two parts: training and
test data. In this method, initial analyses are performed using a specific part of a data set (training data),
and a predictive model is created. In the next step, by making use of this model, the prediction is made
for individuals or objects in the rest of the data (test data). The reason for testing the performances of
methods in data mining in this way is to avoid biased estimates of model error rates. The other methods
used for similar purposes are bootstrapping (Efron, 1983) and cross-validation (Lachenbruch & Mickey,
1968) techniques (Michie, Spiegelhalter & Taylor, 1994). However, selecting one-third (33%) of all
data as a test dataset and the rest of the data (67%) as training data is often preferred and used mostly
for large samples to test the performance of the algorithms. In many studies in the field of data mining,
the effect of the train/test ratio (e.g. Brain & Webb, 1999; Colkesen, & Kavzoglu, 2010; Foody, Mathur,
Sanchez-Hernandez, & Boyd, 2006; Heilman, & Madnani, 2015; Shao, Fan, Cheng, Wu & Cheng, 2013;
Tadjudin & Landgrebe, 1998; Tayeh et al., 2015) and sample size (e.g. Beleites et al., 2013; Chu et al.,
2012; Figueroa, Zeng-Treitler, Kandula, & Ngo, 2012; Heydari, SS, & Mountrakis, 2018; Raudys &
Pikelis, 1980; Wharton, 1984) on the performances of the algorithms were assessed. For example, Brain
and Webb (1999) showed that when the amount of test data was increased, the error variance decreased,
but there was no significant change in bias. Tadjudin and Landgrebe (1998) developed a robust
parameter estimation method that reduces the effect of varying test data rates by stating that the limited
amount of test data causes errors in classification performance. Foody et al. (2006) stated that even a
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90% reduction in the rate of test data did not cause a decrease in some algorithms' performance. Heilman
and Madnani (2015) found that increasing test data increased performance, but increasing sample size
did not have the same effect. Shao et al. (2013) showed that the minimum rate of test data can be found
for some methods. Colkesen and Kayzoglu (2010) found in their study that some methods show higher
performance in small training sets than others. In the present study, the ideal amount of test and training
data are examined for educational data.

In classification studies in the field of education, the performance of methods such as decision trees,
support vector machines, logistic regression, neural networks, Bayes algorithms, Kk-nearest
neighborhood are examined and compared (e.g., Bahadir, 2013; Barker, Trafalis & Rhoads, 2004;
Berens, Schneider, Gortz, Oster, & Burghoff, 2019; Cirak, 2012; Dekker, Pechenizkiy & Vleeshouwers,
2009; Goker, 2012; Hamalainen & Vinni, 2006; Hamalainen & Vinni, 2011; Minaei-Bidgoli, Kashy,
Kortemeyer & Punch, 2003; Osmanbegovi¢ & Sulji¢, 2012; Romero, Espejo, Zafra, Romero & Ventura,
2013; Romero, Ventura, Espejo & Hervas, 2008; Shahiri, Husain & Rashid, 2015; Sweeney, Lester,
Rangwala, & Johri 2016; Sengiir, 2013; Tepehan, 2011; Tezbasaran, 2016; Tosun, 2007; Yurdakul &
Topal, 2015). In addition, methods were compared according to the different number of categories of
the dependent variable (Minaei-Bidgoli, Kashy, Kortemeyer & Punch, 2003; Nghe, Janecek &
Haddawy, 2007), the data structure (Romero et al., 2008; Romero et al., 2013), amount of missing and
noisy data ( Hamalainen & Vinni, 2011) and sample sizes (Hamalainen & Vinni, 2006; 2011).

In the literature, in general, it can be seen that different results are obtained for different data structures.
For example, in their study, Kotsiantis et al. (2003) compared some data mining methods; the Naive
Bayes algorithm generally yielded better results than any other method. In the study conducted by Tosun
(2007), artificial neural networks showed about 92% correct classification performance, while decision
trees showed 86% accuracy. In the research conducted by Tepehan (2011) with PISA data, neural
networks were as successful as logistic regression. Cirak (2012) found that the correct classification
performance (66.1%) of logistic regression analysis was lower than the performance of artificial neural
networks (70.16%). Similarly, Bahadir (2013) showed that the prediction performed with artificial
neural networks was better with the logistic regression method. Goker (2012) compared many methods
to develop a program for predicting students' success before taking an exam and used the Naive Bayes
method, which has the highest correct classification rate (87.27%).

Minaei-Bidgoli et al. (2003) have shown that increasing the number of categories of the dependent
variable causes significant performance differences in all mining methods, especially in Naive Bayes
and k-nearest neighborhood methods. In their study, Nghe et al. (2007) showed that decision trees
produce better results than Bayes networks for the different number of categories of the dependent
variable. In the study conducted by Barker et al. (2004), when different training and test datasets of
different years were combined for the same data structure, different techniques produced the same
results, and neural network methods showed good performance when the data of previous years were
used as a training set.

In their study, Hamalainen and Vinni (2006) showed that when more variables are added to the model,
the support vector machines perform better in small samples; while the number of variables is less,
Bayes algorithms show higher performance. Hamalainen and Vinni (2011), while Naive Bayes
classifiers are effective for their accuracy in small samples, neural networks and nearest neighborhood
classifiers require much larger samples. In another study, Osmanbegovi¢ and Sulji¢ (2012) compared
Naive Bayes (76.65%), decision trees (73.93%), and artificial neural network (71.20%) methods, and
they found that neural networks method took a little time for training the algorithm while other methods
did not.

In their study, Sweeney et al. (2016) analyzed students' versatile data with many data mining methods
in order to estimate the attendance status of students and found the least erroneous results with
Factorization Machines (FM), Random Forests (RF), the Personalized Linear Multiple Regression, and
hybrid FM-RF methods. Tezbasaran (2016) compared the generalized Hebb algorithm and principal
component analysis results to confirm the data structure of a scale. She found that the two structures
were very similar, and the error and fit indexes were very close to each other. Berens et al. (2019) showed
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that the AdaBoost algorithm, which combines regression analysis, neural networks, and decision trees,
is effective instead of using a single algorithm in predicting school attendance status through
longitudinal data of students attending at two German universities. In the present study, unlike the
previous studies, we aimed to compare the performances of Naive Bayes, k-nearest neighborhood,
logistic regression, and neural networks classifiers in terms of sample size and test data rate. Therefore,
the general structure of these methods will be briefly explained.

One of the most used classification algorithms in data mining is the Naive Bayes method based on Bayes'
theorem. This classifier performs comparable performance with decision trees and neural networks
classifiers in predicting probabilities of class memberships. The classifier calls “naive” because of the
assumption that any value of a property belongs to a class is independent of the probability that other
properties' values belong to the same class (Han, Kamber, & Pei, 2011). While this classifier has
advantages such as being simple, useful, easy to interpret, and resistant to complexity, it can be used in
small data sets and applied to categorical and continuous data (from Gauss distribution). There are
disadvantages, such as the fact that the assumption of conditional independence is difficult to provide,
and in the categorical data, when the limits of classes are complex, it is difficult to estimate its power
(Hamalainen & Vinni, 2011).

Another method most commonly used is the k-nearest neighborhood algorithm. This algorithm is mostly
used for classification purposes besides estimation and prediction. The method is based on the principle
of classifying a new sample according to its similarity with the samples in training data (Larose, 2004).
The class in which the sample will be assigned can be the most common class among neighboring
samples or a neighboring class distribution. The most important problems to be encountered in
calculations are what will be the value of k and how to calculate the distance (d). Another question that
may come to mind is how to weight the sample cases in the training set. This algorithm's advantages are
that there are only two parameters (k and d) in training the model and classification. The classification
performance is very well in some problems, and the classification is robust to the complexity and
missing data. The most important disadvantage is that there are difficulties in choosing the distance
function (d) and k value (Hamalainen & Vinni, 2011).

Artificial neural networks (ANN) are used to discover relationships and patterns in a data set using
certain mathematical and statistical algorithms. As a result of training neural networks, guiding
information is obtained in making certain decisions (Sivanandam, Sumathi, & Deepa, 2006). ANN is
used effectively in almost every field, especially in computer sciences, engineering, cognitive sciences,
neurophysiology, physics, biology, environmental science, and marketing. When applied in educational
technologies, it can be problematic if there is not enough numerical data, and it is exactly not known
how to train the model (Hamalainen & Vinni, 2011). ANN was developed using the structure of
biological cell networks. Neural networks, a subject that has been studied since the 1940s, have been
reported in the form of many network architectures in the literature because of the complexity of the
structures of real nerve cells and inadequate understanding of their working principles (Sivanandam et
al., 2006). Some of the advantages of ANN are that they can easily learn nonlinear boundaries, represent
basically different types of classifiers, fully convert variables when they are not discriminatory, robust
to complexity (noise), and update themselves with new data. Some disadvantages are that ANNSs require
more data than typical data sets in education. They are very sensitive to overfitting. They require
numerical data, and categorical data should be quantitated (Hamalainen & Vinni, 2011).

Logistic regression analysis is one of the prediction and classification algorithms that are used more than
many other data mining methods. This analysis method effectively predicts group memberships when
the predicted variable is categorical, and the predictors are categorical, continuous, or a mixture of the
two. Discriminant analysis and multiple regression methods seek answers to similar research problems
in logistic regression. However, the logistic regression has no strict assumptions such as normality,
linearity, homogeneity of variances, etc. (Cox & Snell, 1989; Tabachnick & Fidell, 2013). This analysis
method proposed in the early 1960s (Cabrera, 1994) began to take place as a routine package in statistical
software since the early 1980s (Peng, Lee, & Ingersoll, 2002). It has become a frequently used method
in social sciences and education until today (Cabrera, 1994; Peng & So, 2002). The logistic regression
analysis has become popular by means of its advantages, such as being effective in a wide variety of
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complex data sets and a lack of assumptions about the distribution of predictive variables. However, in
order for the analysis to be effective, it is required that the predictors are well-chosen and have a
theoretical basis, there are sufficient samples in variables and category distributions, there is a linear
relationship between continuous predictors and logit of the predicted variable, there is no
multicollinearity and extreme values, errors and observations are independent of each other.
(Tabachnick & Fidell, 2013).

It is possible to come across many studies on the applicability and effectiveness of data mining methods
on educational data in the last decade. These researches aim to predict and evaluate student performance
in general and to determine the factors affecting performance. However, only a few of these studies
addressed the impact of sample size and training data size on the performance of these algorithms, as
well as the comparison of data mining algorithms. In addition, studies on EDM and related to Naive
Bayes and k-nearest neighbor techniques (e.g., Goker, 2012; Yurdakul & Topal, 2015) are limited in
Turkey. In the present study, it was aimed to make a comprehensive application by using the data
received in PISA (2012) assessment for these deficiencies in the literature.

In addition, data mining techniques have been used in order to predict and classify students’ PISA
performance in recent studies (e.g., Aksu, & Guzeller, 2016; Bulut, & Yavuz, 2019; Gorostiaga, & Rojo-
Alvarez, 2016; Giire, Kayri, & Erdogan, 2020; Kiray, Gok, & Bozkir, 2015; Martinez-Abad, Gamazo,
& Rodriguez-Conde, 2020; Tepehan, 2011). For example, Kiray, Gok, & Bozkir (2015) examined the
factors influencing Turkish students’ performances in TIMMS 1999 and PISA 2003/2006 studies.
Similarly, Aksu and Giizeller (2016) found that CHAID analysis and J.48 decision tree methods in data
mining effectively classify Turkish students participating in PISA 2012 study. Moreover, Gorostiaga,
and Rojo-Alvarez (2016), proposed a feature selection method in predicting Spanish students’ PISA
2009 performance by using data mining techniques in addition to logistic regression. Besides, Bulut and
Yavuz (2019) developed “Rattle” which is a R package used to apply data mining with graphical
representations by using PISA 2015 data. Martinez-Abad et al. (2020) found that as a data mining
technique, decision trees were more effective in explaining inter-school variance when compared to
hierarchical linear modeling for PISA 2015 Spanish data. Giire et al. (2020) the performances of
multilayer perceptron and random forest methods of data mining in determining factors affecting
students’ PISA 2015 mathematics literacy. In the literature related to PISA and data mining, the
efficiency of different methods in predicting or classifying students’ success and development of new
techniques or tools were investigated.

As education systems are evaluated worldwide by PISA studies, a careful and systematic way is
followed at every stage of the data collection process. Therefore, at the end of each application, a large
data pool with high reliability and validity is obtained in terms of measurement and evaluation processes.
Since the data of PISA (2012) assessment is used in the present study, the results obtained for the
methods are considered to be important for the theory and real-life practice. In addition, in order to
increase the reliability of the results obtained from different performance criteria, different data sets
were selected by putting with replacement method, and the analyzes were replicated 100 times. Thus,
we aimed to obtain results with high precision on real data regarding the methods used in the area of
educational data mining.

Purpose of the Study

The aim of this study is to examine the performance of Naive Bayes, k-nearest neighborhood, neural
networks, and logistic regression analysis in terms of sample size and training data ratio in classifying
students according to their PISA mathematics performance. In accordance with this purpose, the sub-
goals are to test whether;

- The performances of algorithms vary for small, medium, and large sample sizes,
- The performances of algorithms vary for different test data ratios,

- Thereis also a common effect of different sample sizes and test data ratios,
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- Some of these algorithms perform better/worse under different conditions or not.

For this purposes, it is sought to find answers to the following research problem: For sample sizes of
500, 1000, and 5000 students, do the performances of Naive Bayes, k-nearest neighborhood, multilayer
perceptron methods of artificial neural networks, and logistic regression methods differ for the ratio of
test data 11%, 22%, 33%, 44%, and 55% in predicting students’ PISA mathematics achievement?

METHOD

Since it is aimed to determine and explain the performances of Naive Bayes, k-nearest neighborhood,
artificial neural networks, and logistic regression algorithms under different conditions, the present
study is fundamental research. In this type of studies, it is aimed to produce knowledge by conducting
studies based on methodological analysis (Biiyiikoztiirk, Cakmak-Kilig, Akgiin, Karadeniz & Demirel,
2015). Fundamental research aims to add new information to existing knowledge (Karasar, 2005).
Research is also quantitative relational research in terms of examining the relationships between
methods. Relational studies aim to seek, explain, and discover the relationships between quantitative
variables (Fraenkel & Wallen, 2006).

Sample

The research population of the study is 15 years-old students from OECD countries.The samples
representing the population for each country were selected by PISA practitioners through stratified
random sampling. The total number of people participating in the PISA (2012) assessment from OECD
countries is 295416 students. In this study, after the missing data, residual and extreme values were
examined and extracted, the target population of 62728 students was obtained. Table 1 shows the
distribution of students in the target population by OECD countries.

Table 1. Distribution of The Target Population by OECD Countries

Country f % Country f % Country f %
Australia 2982 4.75 Finland 2001 3.19 Mexico 6062 9.66
Austria 976 1.56 France 993 1.58 Holland 1054 1.68
Belgium 1754 2.80 UK 2647 4.22 Norway 1032 1.65
Canada 4910 7.83 Greece 1190 1.90 New Zeland 852 1.36
Switzerland 2558 4.08 Hungary 1088 1.73 Poland 1010 1.61
Chile 1480 2.36 Ireland 1237  1.97 Portugal 1210 1.93
Czech Republic 1339 2.13 Iceland 780 1.24 Slovakia 1072 171
Germany 833 1.33 Italy 7479 1192  Slovenia 1269 2.02
Denmark 1614 2.57 Japan 1512 241 Sweden 977 1.56
Spain 5502 8.77 Korea 1242 1.98 Turkey 834 1.33
Estonia 1140 1.82 Luxemburg 1017 1.62 USA 1082 1.72
Total 62728  100.0

In data mining, the sample to be used in analysis is expressed as ‘medium’ when it consists of 1000
subjects, ‘small’ when it has less than this value, and ‘large’ when it has more than this value (Michie,
Spiegelhalter & Taylor, 1994). In the sample selection, the bootstrapping method recommended by
Efron (1983) was used. Accordingly, the samples of the research are 500 (small), 1000 (medium), and
5000 (large) students selected randomly by putting with replacement from the target population. In this
sample selection method, the probability of each individual being selected is equal. In order to obtain
results with high precision regarding the performance of the methods studied, a total of 180 datafiles
consisting of 100 datafiles each including a sample of 500 students, 50 datafiles each including a sample
of 1000 students, and 30 datafiles each including a sample of 5000 students were created. As the sample
size decreases, the reason why more data files were drawn from all the data is to avoid biased or
erroneous generalizations and increase the representativeness of small samples. To prevent the fact that
different researchers can obtain different results with the same datasets, the weighted average of analysis
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results obtained with these datasets were evaluated by considering standard deviations of 100
replications.

Data Collection Instruments

The data collection tools of this study are mathematics cognitive test developed to measure students'
academic performance in PISA (2012) assessment and a student questionnaire prepared to evaluate the
students with all their existing characteristics. PISA study is an assessment that examines 15-year-old
students' knowledge and skills in mathematics, science, and reading in order to evaluate and compare
education systems worldwide in three-year periods (OECD, 2014b). Mathematics cognitive test consists
of change and relationships, quantities, distances and shapes, uncertainty and data, tasks, formulation,
and interpretation subfields. The test items consist of a mixture of multiple-choice items and items that
students create their own answers. In the student questionnaire, students were expected to fill in forms
containing various information about themselves, their homes, schools, and learning experiences.
Besides the student questionnaire, one of the questionnaires that some countries chose for their students
is related to the students' familiarity with the information and communication technologies, and the other
is related to students’ education processes that question whether they are in preparation for a career for
their future or a break during their education process. The student questionnaire consisting of three forms
has 53 items in two forms and 54 items in the other. While each of these forms used in the PISA
assessment is answered by one-third of the students, there are also students who answer the two forms
in addition to the common items in the forms (OECD, 2014a).

Data Collection Procedure

In this study, open-access data obtained by PISA practitioners (OECD, 2014a) were taken from the
OECD's public database. Detailed information about the data collection process in PISA assessment can
be found in PISA documents (see OECD, 2014a; 2014b).

Data Analysis

In this study, a systematic process was followed in preparing data for the analysis. Firstly, data from
OECD countries was drawn from PISA student questionnaire data. The demographic variables and all
variables related to mathematics were taken from this existing data file. Then, considering the PISA
2012 technical report published by OECD (2014b), variables consisting of the combination of other
variables were taken, and the remaining variables were removed from the file. In the data obtained, all
individuals containing missing data related to basic affective variables such as math anxiety and math
self-efficacy were excluded from the data. Thus, out-of-school mathematics lessons, class size, basic
and applied mathematics experience in school, familiarity with mathematical concepts, time devoted to
mathematics lessons, and out-of-school working time consisted of completely missing data. The stratum
variable was not interpreted similarly in every country, and in some countries, school type was added as
a layer. In this case, when a particular sample is selected from all data, some cells of this independent
variable remain empty, and this is especially problematic for logistic regression analysis. A similar
situation is valid for the test language variable. For these reasons, when all the mentioned variables
above are removed from the analysis and all missing data, and extreme values in the file are deleted, the
target population consisting of 35 variables and 62728 students was obtained.

Although data mining algorithms work with a lot of variables, keeping the variables that do not
contribute to the classification causes the analysis to take a lot of time and decrease the classification
performance. For this purpose, variable (feature) selection, which is a data preprocessing process, is one
of the important techniques frequently used in data mining (Blum & Langley, 1997; Liu & Motoda,
2001). Variable selection methods designed according to different evaluation criteria are generally
divided into three categories as filtering, winding, and hybrid models (Liu & Yu, 2005). Models other
than filtering models require an analysis method to define the significance of variables in classification.
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In this study, since different analysis methods were compared, the filtering method, which allows sorting
the variables according to gaining the information, was used without requiring an additional analysis
method. The filtering method aims to select and evaluate the subset of variables based on the general
characteristics of the data, without including any data mining method (Liu and Yu, 2005).

In this study, Information Gain Ranking Filter, Chi-Squared Ranking Filter, Gain Ratio Feature
Evaluator, and Symmetrical Uncertainty Ranking Filter in WEKA Version 3.9.0 software (Hall et al.,
2009) methods are used to select variables for the analysis. Information Gain Ranking Filter measures
the information obtained by classes; Chi-Squared Ranking Filter calculates the Chi-square value
according to the class; Gain Ratio Feature Evaluator measures the ratio obtained according to the class;
Symmetrical Uncertainty Ranking Filter measures symmetric uncertainty by class and evaluates the
importance order of a variable (Frank, Hall & Witten, 2016).

In the present study, the variable selection process was performed on the data belonging to the target
population (N = 62728). As the dependent variable, the first of 5 plausible values (PV1IMATH)
corresponding to students' mathematics performance was used. Plausible values correspond to the ability
distribution a student may have, based on the students' responses to the items, and are obtained by
subtracting random values from the posterior probability distribution for the © ability values in the ltem
Response Theory (IRT) (Wu, 2005). In the simulation study conducted by Wu (2005), it was found that
using any of the plausible values alone is sufficient to estimate the population parameters with high
accuracy. Therefore, the first plausible value ‘PVIMATH’ variable was converted to a new variable
with two categories that represent the students below and above the medium level (482) according to
proficiency levels determined by PISA practitioners (OECD, 2014a). Then, by doing feature selection
analyses, the top 10 variables that have the greatest contribution to the classification of students
according to their mathematics performance were selected. Then, the first 10 variables that have the
greatest contribution to the classification of students according to all filtering methods in terms of
mathematics performance were selected. These variables are mathematics self-efficacy, mathematics
self-concept, mathematics anxiety, economic, social and cultural status index, openness to the problem
solving, country, father's education level (ISCED), mothers’ education level (ISCED), teacher behavior:
directing students, and calculator use. In this study, all analyzes were performed by using these variables.

After selecting the variables to be used in the analysis, the assumptions and prerequisites of the
algorithms were checked. Although logistic regression (LR) analysis does not require any assumptions
regarding the distribution of independent variables, the ratio of the number of individuals to the number
of variables, the suitability of the expected frequencies, the moderate linear relationship between the
continuous variables, the absence of missing and extreme values, and the sufficient model fit values are
some preconditions for the analysis (Tabachnick and Fidell , 2013). Although the Naive Bayes (NB)
algorithm is based on the conditional independence of all independent variables, this assumption is
rarely provided, but this algorithm still yields good results (Hamalainen & Vinni, 2011).

In the k-nearest neighborhood algorithm (KNN), choosing the appropriate k value and d distance criteria
are important requirements (Larose, 2004). One of the most used methods for selecting the most
appropriate k value are taking the square root of the sample size of training data (Dunham, 2003). Some
researchers suggest that it is difficult to make a definitive judgment, but they recommend to try values
close to this value, to use odd and prime numbers, to use Bayes methods, and k-layered cross-validation
(Aha, Kibler & Albert, 1991; Ghosh, 2006; Hall, Park & Samworth, 2008). In this study, the square root
of the number of students in the training data is taken (Dunham, 2003), and the most appropriate k
number is selected for each analysis with the k-fold cross-validation method (Frank, Hall, and Witten,
2016).

Although the selection of the number of layers is an important issue in the multilayer perceptron (MLP)
algorithm of artificial neural networks, reasonable results are obtained in educational data when there is
enough numerical data, and the model is well trained (Hamalainen & Vinni, 2011). In this study, in
order to select an appropriate number of layers, the values 1 to 5 were tested as the number of layers for
the rate of test data of 33%. More than 5 values are not tried because when the number of layers
increases, the model becomes complicated, and the analyzes take a lot of time. The experimental design
for the number of layers revealed that 3 gives the ideal results. In addition, Akpinar (2014) states that it
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will be sufficient to select 3 layers in the solution of many classification problems. Still, it will be useful
to examine additional layers if necessary to save time. For these reasons, the number of layers was taken
3 for the multilayer perceptron as the artificial neural network algorithm used in this study.

In the present study, in order to determine the standard conditions that the analysis was performed, some
important assumptions and prerequisites were checked, and the following results have been obtained.

The sample size is sufficient.

There are no missing and extreme values.

Continuous variables do not show a significant deviation from the standard normal distribution.
Variance and covariance matrices are not homogenous.

Linear relationships between variables are at a low or medium level.

There is no multicollinearity or singularity problem.

Conditional independence assumption could not be achieved for the Naive Bayes algorithm.

After the data were prepared for analysis, for each algorithm and datafiles (180 files), the analyses were
performed for critical test data ratios 11%, 22%, 33%, 44%, and 55%. Although selecting one-third
(33%) of all data as test dataset and the rest of data (67%) as training data is often used in the related
literature, we aimed to test the effect of different amounts of test and training data on the performance
of algorithms for educational data. For this purpose, one-third of the ideal test data ratio (33%) used in
the related literature was drawn from all data. This value was then added and subtracted from 33%, and
test values 11%, 22%, 33%, 44%, and 55% were obtained. After the data were prepared for analysis, for
each algorithm and datafiles (180 files), 100 replications were performed for a different rate of test data
(11%, 22%, 33%, 44%, and 55%) in which training data were randomly selected in the ‘Experiment’
section of the WEKA Version 3.9.0 software. Therefore, the test data for every replication of each
algorithm was selected randomly. A total of 10000 analyzes were carried out for the sample of 500
students (100 datafiles), 5000 for 1000 students (50 datafiles), and 3000 for 5000 students (30 datafiles),
and the average of the accuracy rates and RMSE values were reported and interpreted together with the
total elapsed times for each algorithm. Selecting different datafiles from whole data and making and
averaging 100 replications is to reduce the possible biased and erroneous results that could stem from
getting different results for different algorithms. In the analysis, IBM SPSS Statistics 23, Microsoft
Office Excel 2016 and WEKA Version 3.9.0 software were used.

In this study, since individuals showed a balanced distribution to the categories of the dependent
variable, the accuracy rate, root mean square error (RMSE) values, and total elapsed time of the models
were used in the evaluation of the performances of algorithms. The accuracy rate gives the correct
classification percentage of a classifier. RMSE is a standard measure of the difference between values
estimated by predicted and actual values. It is also a standard measure of accuracy rate that takes into
account errors and allows to compare models.

In data mining, hypothesis testing is used to compare different methods and select the method with the
least errors. For this purpose, when the assumptions of parametric analyzes are satisfied, the most
preferred method is to use the t or F test. In this study, since the RMSE values used in the statistical
comparison of methods did not meet the assumptions of parametric methods, the Friedman test was used
to compare these values. Binary comparisons of the methods were made with the Wilcoxon Signed
Ranks test.

RESULTS

The findings obtained for the data mining algorithms under different conditions with respect to different
evaluation criteria are given in Table 2.
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Table 2. Performances of Data Mining Techniques under Different Conditions.

® 7] NB LR MLP KNN
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s £f 3 2 2 2 2 2 3 B

= g©° £ z o w < g w < o <

& 5 8¢ g 35 2 & 35 2 & 3¢ g
a 2< E £ & £ RE & £ & e
11 75.93 0.00 7530 042 004 728 048 072 7181 0.03
2 7587 0.00 7469 043 003 7262 048 059 7144 0.02

500 33 7578 0.00 7394 044 003 7227 048 050 7105 0.02
44 7566 0.00 7297 045 003 7197 049 042 7055 0.02
55 7541 0.00 7162 047 002 7156 049 035 70.06 0.01
11 7635 0.00 7693 040 007 7392 045 132 7211 0.10
22

1000 33 76.16 0.00 7637 041 005 7342 047 098 71.78 0.07
44 76.04 0.00 7588 041 004 7307 047 082 7157 0.06
55 75.94 000 7515 042 004 7266 048 066 71.18 0.05
11 76.60 000 7830 039 036 7636 041 654 7452 2.05
22 76.60 000 7825 039 030 7620 041 744 7434 1.71
5000 33 76.58 000 7819 039 025 7604 041 493 7414 1.50

L L
(72} [92]
= =
o o
0.42 0.48
0.42 0.48
0.42 0.48
0.42 0.48
0.43 0.48
0.42 0.47
76.27 042 000 7670 040 006 7365 046 116 7197 047 0.09
0.42 0.48
0.42 0.48
0.42 0.48
0.42 0.46
0.42 0.46
0.42 0.47
0.42 0.47

44 76.53 0.01 78.10 039 0.24 75.77 042 413 73.83 1.17
55 7648 042 001 7796 039 025 7553 042 035 7350 047 1.03
Note: NB: Naive Bayes, LR: Logistic Regression, MLP: Multilayer Perceptron, KNN: k-Nearest Neighborhood,
RMSE: Root mean squared error.

According to Table 2, it has been observed that the methods chosen for classifying students according
to their PISA mathematics achievement generally show above average or high performance under
different conditions. The accuracy rates for all methods range from 70.06 to 78.30. While the NB method
showed the highest performance in the sample of 500 students, the LR method showed the highest
performance in the samples of 1000 and 5000 students. The MLP method performed less than the NB
and LR method in all conditions but higher than the KNN method. The results for comparing the
performances of the methods were examined separately according to different evaluation criteria. In
Figure 1, the change of the accuracy rates of the methods for different conditions is given.
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Figure 1. Change of Accuracy Rates of The Algorithms
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When Figure 1 is examined, increasing the sample size leads to an increase in the classification
performance of all methods, although much less in the NB method. In the samples of 500 and 1000
students, increasing the test data rate causes a significant decrease in the performance of the LR method.
While the NB method is not affected by this, other methods are much less affected than the LR method.
In the sample of 5000 students, the NB and LR methods are not affected by the increase in the rate of
test data, while the MLP and KNN methods decrease slightly, as in other sample sizes. As a result, when
the sample size is increased, the LR method is less affected by the change of the test data rate, while the
NB method is not. MLP and KNN methods, on the other hand, show lower performance even if the
sample size is increased, similarly being affected by increasing the test data rate. In Figure 2, the change
of RMSE values of the methods for different conditions is given.
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Figure 2. Change of RMSE Values of The Algorithms

For all methods, RMSE values range from approximately 0.39 and to 0.48. In small samples, the least
erroneous estimations were made with NB and LR methods. According to Figure 2, the amount of error
of the LR method increased significantly when the training data was reduced in small samples. In
contrast, other methods were not significantly affected by this situation. In medium-sized samples, the
error amount of the methods decreased compared to the small samples except the NB method. The least
erroneous results in this sample size were obtained with the LR method. The decrease of the training
data rate increased the error amount of the other methods except the NB method. In large samples, the
estimation error amounts of the other methods have decreased except for the NB method. The NB
method has approximately the same amount of error in all conditions. While increasing the test data rate
does not affect the error amount of LR method in large samples, the error amount of MLP and KNN
methods increased. The differentiation in RMSE values, which allow comparison of methods under
different conditions across different methods, was analyzed by the Friedman test and binary comparisons
of the methods were performed with the Wilcoxon test. The results are given in Table 3.
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Table 3. Statistical comparison of data mining techniques under different conditions.

Sample Percent Test statistics (Friedman)
size 0; test Chi-Square of o Multiple comparisons (Wilcoxon)**
ata

11 257.251* 3 0.000 1<3, 1<4, 2<3, 2<4
22 265.013* 3 0.000 1<2, 1<3, 1<4, 2<3, 2<4

500 33 275.340* 3 0.000 1<2, 1<3, 1<4, 2<3, 2<4, 3<4
44 284.642* 3 0.000 1<2, 1<3, 1<4, 2<3, 2<4, 4<3
55 271.014* 3 0.000 1<2, 1<3, 1<4, 2<3, 2<4, 4<3
11 149.705* 3 0.000 2<1, 1<3, 1<4, 2<3, 2<4, 3<4
22 149.149* 3 0.000 2<1, 1<3, 1<4, 2<3, 2<4, 3<4

1000 33 146.351* 3 0.000 2<1, 1<3, 1<4, 2<3, 2<4, 3<4
44 144.013* 3 0.000 2<1, 1<3, 1<4, 2<3, 2<4, 3<4
55 137.068* 3 0.000 1<3, 1<4, 2<3, 2<4
11 88.729* 3 0.000 2<1, 3<1, 1<4, 2<3, 2<4, 3<4
22 88.052* 3 0.000 2<1, 3<1, 1<4, 2<3, 2<4, 3<4

5000 33 87.632* 3 0.000 2<1, 3<1, 1<4, 2<3, 2<4, 3<4
44 89.022* 3 0.000 2<1, 1<4, 2<3, 2<4, 3<4
55 87.769* 3 0.000 2<1, 1<3, 1<4, 2<3, 2<4, 3<4

Note: 1: Naive Bayes, 2: Logistic Regression, 3: Multilayer Perceptron, 4: k-Nearest Neighborhood, RMSE: Root mean
squared error, df: Degree of freedom

*p<0.001

**p<0.0166 (Calculated based on Bonferroni correction)

According to Table 3, when the sample size increases, the LR method performs analysis with
significantly less error than all methods. The NB method, on the other hand, provides significantly less
erroneous estimations when the sample size decreases. The KNN method has more errors in medium
and large samples compared to other methods at statistically significant level. When the test data rate is
increased in small samples, the error amount of MLP method is significantly higher than other methods.
In Figure 3, the change of the total elapsed time of the methods for the analysis under different conditions
is given.

8
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Figure 3. Total Elapsed Time for Each Analysis Under Different Conditions.
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According to Figure 3, the NB method performs analyzes without taking any time in almost all
conditions. In samples of 500 and 1000 students, LR and KNN methods operate in a much shorter time
than MLP method. In small and medium sample sizes, LR and KNN methods carried out analysis in a
much shorter time than MLP method. In large samples, KNN method takes more time than other
methods for test data rate of 55%. The MLP method takes a lot of time when the test data rate is low, as
the training data is high. Due to the k-fold cross-validation method used in the selection of the k value,
in larger samples, the KNN method performed analyzes in much longer time than the LR method.
However, since the total elapsed times are obtained under standard conditions on a computer with certain
features, analysis can be completed in a shorter time on computers with more advanced features.

DISCUSSION and CONCLUSION

In this study, the performance of different data mining methods for different sample sizes and test data
rates were compared on educational data in terms of accuracy rate, RMSE value, and total elapsed time
for the analysis. It has been observed that the accuracy rates of the methods vary slightly for different
conditions. This situation stems from the data selection and analysis procedure used in the present study.
We selected 180 datasets from a huge data dataset of 62728 students by random selection with
replacement and replicated each analysis 100 times. Therefore, the average of 10000 analyses for small
samples, 5000 analyses for medium samples, and 3000 analyses for large sample sizes were evaluated.
The results obtained seem to be close to each other due to these numerous amounts of the analyses.
However, statistical hypothesis tests have shown that these seemingly small differences differ
significantly.

In small sample sizes, high accuracy rates were obtained, less erroneous estimates were made, and the
analyzes were completed in a very short time with the NB method compared to other methods. In
addition, the NB method gives acceptable results even with a small amount of training data. In some
studies, NB method has been shown to give better results than other methods in small samples (Goker,
2012; Hamalainen & Vinni, 2006; Hamalainen & Vinni, 2011, Kotsiantis et al., 2003; Osmanbegovié¢
& Sulji¢, 2012). However, Nghe et al. (2007) showed that decision trees produce better results than
Bayes networks. Data structure might be a preliminary reason for this situation. Hence, it is very
important to know which method is the best for a certain data type.

In the study, LR method showed higher performance in all conditions than MLP method. Although this
result is different from some research results (Bahadir, 2013; Cirak, 2012; Tepehan, 2011), the most
important reason for this situation is that the data structure is suitable for LR analysis. LR method
produces less erroneous and higher accuracy estimates than other methods in medium and large samples.
In the study conducted by Dekker et al. (2009), the LR method performed better in samples with similar
size than the Bayes method.

After NB and LR methods, the highest accuracy rates were obtained by MLP and KNN methods,
respectively. In the study of Romero et al. (2013), KNN method performed lower for numerical and
categorical data compared to other classifiers. Similarly, in this study, the MLP method gave less
erroneous results than the KNN method in medium and large samples. However, the opposite is true in
small samples. This was due to the fact that the KNN method has a simpler statistical structure than the
MLP method and that the selected k value was more stable in small samples in determining the closest
neighborhood. In the MLP method, selecting the number of layers as three was effective in training the
network, but in small samples, it yielded a high amount of error.

In this study, KNN method showed lower correct classification performance in all conditions than other
methods. However, some studies have shown that the KNN method performs as well as ANN and LR
methods (Minaei-Bidgoli et al., 2003; Yurdakul & Topal, 2015). Similarly, Shahiri et al. (2015)
compared the studies published in international databases between 2002 and 2015 and found that NB
method showed lower performance than KNN and ANN methods in terms of average performance.
However, in this study, NB method showed higher classification performance, especially in small and
medium-size samples. Some researchers have stated that it is not true to say that a classification method
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is best for different conditions and data structures (Romero et al., 2013; Shahiri et al., 2015). Barker et
al. (2004), for example, made the classification of students who graduated in different years according
to their graduation status and showed that different methods could be effective according to the structure
of the data in different years.Barker et al. (2004), on the other hand, made the classification of students
who graduated in different years according to their graduation status and showed that different methods
could be effective according to the structure of the data in different years. For this reason, the results
obtained from the present study have been interpreted within the framework of the structure of the data
used and the analysis conditions. Since it is possible to obtain a different result with different data types
(Romero et al., 2013), it is important to determine the structure of the data and choose the most
appropriate method before the analyses.

Although the rate of test data is generally taken as one-third of all data in the related literature, it has
been found that using a general valid rate may not be a proper approach. The results showed that the test
data rate is closely related to the number of variables used, sample size, structure of the data and the
structure of the method. However, except for the NB method, in general, increasing the rate of test data
decreased the performance of the methods and increased the error of the results obtained. Therefore, as
increasing the sample size increases classification performance and reduces the amount of error, it will
be appropriate to use as much larger sample sizes as possible to achieve high performance from all
methods. In many studies, it was found that different train/test ratios (e.g., Brain & Webb, 1999;
Colkesen, & Kavzoglu, 2010; Tadjudin & Landgrebe, 1998; Foody et al., 2006; Heilman, & Madnani,
2015; Shao et al., 2013; Tayeh et al., 2015) have different effects on the performance of the methods.
For example, Brain and Webb (1999) showed that error variance decreases when the amount of test data
is increased, but there is no significant change in the amount of bias. Similarly, Tadjudin and Landgrebe
(1998) stated that the lack of test data caused errors in classification performance. However, Foody et
al. (2006) stated in their study that even a 90% reduction in the rate of test data did not cause a decrease
in the performance of some algorithms. Heilman and Madnani (2015) found that increasing test data
increased performance, but increasing sample size did not have the same effect. C6lkesen and Kayzoglu
(2010) found in their study that some methods show higher performance in small training sets than
others.

Limitations and Suggestions

In this study, although the analyses were performed with data for which the conditional independence
assumption of the Naive Bayes method was not satisfied, acceptable results were obtained. This result
has shown that, as stated by Hamalainen and Vinni (2011), Naive Bayes can perform well even if the
conditional independence assumption is not met. In future studies, the acceptability of the results
obtained under satisfying this assumption can be examined and compared with the performance of other
methods. In the present study, it was seen that the k value to be selected for the k-nearest neighborhood
method affects the classification performance. Accordingly, in other studies, different methods can be
used to select the k value, or new methods can be developed. In the artificial neural networks method,
since many parameters such as the number of layers, the number of nodes in layers, weightings affect
the classification performance of the models, the effects of changes in these parameters on the
performance of the method can be examined. The results obtained for logistic regression analysis and
artificial neural network methods were obtained under the condition that homogeneity of variance-
covariance matrices is not satisfied. Although these methods give effective results even when this
assumption is violated, the classification performances of the methods can be evaluated and compared
under the conditions in which the variance-covariance matrices are homogeneous. The results of the
present study are also limited to the PISA 2012 data. For different data types, the performance of the
algorithms can be compared in future studies. Besides, a simulation study under similar conditions could
be done and compared with the results obtained with student data.

Similar to the results of the present study, it was found that different data types may yield different
results (Romero et al., 2013). Therefore, identifying the structure of data and choosing the best analysis
might be a solution to this issue. In addition, as a better solution to this problem, the procedure followed
by (Goker, 2012; Yurdakul & Topal, 2015) can be used. As a two-step method, this procedure consists
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of selecting the method with the lowest error and then reporting the results obtained or performing
further analysis with this method.

Using the Naive Bayes method in applications to be carried out under similar conditions will provide
better results in a shorter time. Other methods may be preferred to the k-nearest neighborhood method
to obtain higher classification performance under similar conditions. When the sample size is large,
preferring Naive Bayes and logistic regression methods to multilayer perceptron will provide higher
classification performance and time-saving.
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Veri Madenciligi Siniflandirma Algoritmalarinin Farkh Kosullar
icin Egitsel Bir Veride Karsilastirilmasi

Girig

Ogrenci basarisinin yordanmasi egitimde yapilan bircok arastirmanin odak noktasmi olusturur.
Ozellikle, teknolojinin hizla gelistigi ve egitimde daha fazla 6nem kazandigi giiniimiizde dgrenci
basarisini etkileyen birgok faktorii icinde barindiran veri tabanlari bulunmaktadir. Blackboard ve
Moodle gibi zengin egitimsel veri kaynaklarimi igeren ders yonetim sistemlerinin yaninda, uluslararasi
diizeyde yapilan TIMMS (Uluslararasi Matematik ve Fen Egilimleri Arastirmasi), PISA (Uluslararasi
Ogrenci Degerlendirme Programi) ve PIRLS (Uluslararas1 Okuma Becerilerinde Gelisim Projesi) gibi
caligmalarda 6grenci, 6gretmen, okul, bolge ve iilke diizeyinde bilgiler toplanmaktadir. Elde edilen
egitimsel igerikli veri yiginlarini analiz etmek ve 6grencileri karsilastirarak basarilarini yordamak son
yillarda gittik¢e Onem kazanmaktadir. Bu amagla, egitsel veri madenciligi (EVM) son yillarda bagimsiz
bir aragtirma alam olarak ortaya ¢ikmustir (Baker, 2010).

EVM, veri madenciligi tekniklerini egitim icerikli verilere uygulamak amaciyla ortaya ¢ikan yeni bir
disiplindir (Baker ve Yacef, 2009; Huebner, 2013). Ogretim programlarmin etkililiinden 6grenci
basarisinin yordanmasina, egitim kurumlarindan &gretmenlerin performansina kadar egitimin her
alamnda kullanilabilmektedir. ilgili alan yazinda EVM ile ilgili farkli tanmimlamalar mevcuttur. Baker ve
Yacef (2009), EVM’yi, egitim ortamlarindan elde edilen kendine 6zgii verilerden kesifler yapmak
amaciyla yeni metotlarin gelistirilmesini merkez alan, dgrencileri ve 6grenme ortamlarini daha iyi
anlamak icin bu metotlar: kullanan bilimsel arastirma alam olarak tammmlamaktadir. Ancak, Huebner
(2013) bu sekilde tanimlamalarm smirlt oldugunu, EVM’nin ¢ok genis bir alan1 kapsadigini ve ileride
yapilacak ¢alismalarla birlikte bu alanin kapsaminin ve tammlarmin degiseceginin belirtmistir.

Veri madenciliginde bireylerin ya da gbézlemlerin belirli bir kategorik degiskene gore siniflandirilmasi
en temel yordama tekniklerinden biridir (Baker, 2010). Baz1 popiiler yordama algoritmalari, karar
agaclari, lojistik regresyon, destek vektdr makineleri, sinir aglari, Bayes algoritmalari, k-en yakin
komsuluk ve c¢esitli kernel fonsiyonlarina dayanan yogunluk kestiricileridir. Bir kestiricinin
dogrulugunu degerlendirmek amaciyla hata matrisine dayanan donistliriilmiis performans
degerlendirme Olgiitleri (kesinlik, cagrisim, F 6l¢iitii, vb.), Root mean square error (RMSE), Kappa
(Cohen, 1960), ROC egrisinin altinda kalan alan (Egan, 1975) ve yordama hata oranlar1 gibi ol¢iitler
kullanilmaktadir.

Veri madenciliginde algoritmalarin performansini artirmak amaciyla veri 6grenme ve test verisi olmak
iizere iki pargaya ayrilir. Bu metotta, bir veri setinin belirli bir boliimii kullanilarak ilk analizler
gerceklestirilir ve bir yordama modeli olusturulur. Sonraki asamada, elde edilen bu modelden
yararlanilarak verinin kalan kismindaki bireyler ya da nesneler i¢in yordama islemi gergeklestirilir.
Yontemin etkililiginin test edildigi verinin bu parcasina test verisi denir. Bu veri, tiim verinin belirli bir
oranindan edildiginden dolay1 test verisi orani olarak ifade edilir. Veri madenciliginde yontemlerin
etkililiginin bu sekilde test edilmesinin nedeni model hata oranlarmin yanli kestirimlerinin Oniine
gecmektir. Benzer amaclar i¢in kullanilan diger yontemler, onyilikleme (Efron, 1983) ve capraz
gecerleme (Lachenbruch ve Mickey, 1968) teknikleridir (Michie, Spiegelhalter ve Taylor, 1994).
Ancak, tiim veriden belirli oranda (genellikle 1/3 oraninda - %33) test verisi segilerek bu veri ile
yordama isleminin gerceklestirilmesi siklikla tercih edilen ve biiyiik 6rneklemler i¢cin de ¢ogunlukla
kullanilan etkili bir yontemdir.
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Veri madenciligi yontemlerinin egitim verileri iizerinde uygulanabilirligi ve etkililigi iizerine son on
yillik siirecte bir¢ok arastirmaya rastlamak miimkiindiir (Barker, Trafalis ve Rhoads, 2004; Dekker,
Pechenizkiy ve Vleeshouwers, 2009; Kotsiantis, Pierrakeas ve Pintelas, 2003; Hamalainen ve Vinni,
2006; Hamalainen ve Vinni, 2011; Minaei-Bidgoli, Kashy, Kortemeyer ve Punch, 2003; Nghe, Janecek
ve Haddawy, 2007; Osmanbegovi¢ ve Sulji¢, 2012; Romero, Espejo, Zafra, Romero ve Ventura, 2013;
Romero, Ventura, Espejo ve Hervas, 2008; Shahiri, Husain ve Rashid, 2015). Bu arastirmalar, genel
olarak &grenci performansinin yordanmasi, degerlendirilmesi ve performansi etkileyen faktorlerin
belirlenmesi amaci tasimaktadir. Romero ve Venturo (2007) 1995 ve 2005 yillar1 arasinda egitim
alaninda yapilan veri madenciligi ¢aligmalarini derleyerek cesitli 6zelliklerine gore siniflandirmiglardir.
Ancak, bu arastirmalardan ¢ok az bir kismi veri madenciligi algoritmalarimin karsilastirilmasinin
yaninda 6rneklem biyiikliigli ve egitim setinin biyiikliigii bu algoritmalarin performansina etkisine
deginmistir. Halbuki istatistik, miithendislik, saglik ve sosyal bilimler gibi birgok alanda farkli veri
yapisinin veri madenciligi algoritmalari tizerindeki etkileri onemli bir arastirma konusu haline gelmistir.
Ayrica, Tiirkiye’de EVM ile ilgili uygulamalara ve yukarida anlatilan yontemlerden Naive Bayes ve k-
en yakin komsuluk tekniklerine yonelik ¢aligmalar sinirli diizeydedir. Bu ¢alismada, alan yazinda
goriilen bu eksikliklere yonelik PISA (2012) uygulamasinda alinan bir veri kullanilarak kapsaml bir
uygulama yapilmasi hedeflenmistir.

Bu ¢alismanin amaci, 6grencilerin, gesitli 6zellikleri bakimindan PISA (2012) matematik basarilarim
yordamada Naive Bayes, k-en yakin komsuluk, lojistik regresyon ve yapay sinir aglar1 ¢ok katmanli
algilayici yontemlerinin performanslarinin farkli 6rneklem biytiklikleri (kiigiik, orta, biiyiik) ve test
verisi oranlarma (%11, %22, %33, %44 ve %55) gore nasil degistigini gézlemlemektir.

Yontem

Calismanin yontem kismi burada 6zetlenmelidir. Naive Bayes, k-en yakin komsuluk, yapay sinir aglari
ve lojistik regresyon algoritmalarmin farkli kosullar altinda performanslarimin belirlenmesi ve
acgiklanmasi hedeflendiginden, bu ¢aligma temel bir arastirmadir. Bu tiir aragtirmalarda metodolojik
analize dayali ¢alismalar yaparak bilgi Uretilmesi amaglanmaktadir (Biiyiikoztiirk, Cakmak-Kilig,
Akglin, Karadeniz ve Demirel, 2015). Temel arastirmalar mevcut bilgiye yeni bilgiler eklemeyi
amaglamaktadir (Karasar, 2005). Arastirma ayni1 zamanda yontemler arasindaki iliskileri incelemek
acisindan nicel iligkisel aragtirmadir. Bu tiir ¢alismalar nicel degiskenler arasindaki iligkileri arastirmayi,
aciklamay1 ve kesfetmeyi amaglamaktadir (Fraenkel ve Wallen, 2006).

Arastirmanin evreni, PISA uygulamasina katilan OECD iilkelerindeki 15 yas grubundaki 6grencilerdir.
Her bir iilke icin evreni temsil eden G6rneklemler PISA uygulayicilar tarafindan tabakali tesadiifi
ornekleme yoluyla secilmistir. OECD iilkelerinden PISA uygulamasina katilan toplam kisi sayisi
295416 kisidir. Bu calismada, kayip veriler, artik ve u¢ degerler incelenip ¢ikartildiktan sonra 62728
kisilik hedef evrene ulasilmistir. Aragtirmada, incelenen yontemlerin performanslarma yoénelik yiiksek
kesinlikte sonuglar elde etmek amactyla 500 kisilik 6rneklem (kii¢iik) i¢in 100 veri dosyasi, 1000 kisilik
orneklem (orta) i¢in 50 veri dosyasi, 5000 kisilik 6rneklem (biiyiik) igin 30 veri dosyasi olmak {izere
toplam 180 veri dosyasi olusturulmustur.

Arastirmanin veri toplama araglari, PISA (2012) uygulamasinda 6grencilerin matematik alanindaki
akademik performanslarin1 6lgmek amaciyla gelistirilen matematik biligsel testi ve 6grenciyi var olan
tiim ozellikleri ile degerlendirmeyi amaciyla hazirlanan &grenci anketidir. Ogrenci anketinde ise
ogrencilerin evleri, okullari, kendileri ve 6grenme deneyimleri hakkinda cesitli bilgileri igeren formlar1
doldurmalar1 beklenmistir (OECD, 2014a). Bu calismada, PISA uygulayicilar: tarafindan takip edilen
siirecler (OECD, 2014a) sonucunda elde edilen veri OECD’nin herkese agik veri tabanindan alinarak
kullanilmustir.

Verilerin analizinde, dncellikle, PISA (2012) 6grenci anketinden elde edilen veriden Ogrencilerin
demografik bilgileri ve matematige iliskin tim degiskenleri alinmistir. Daha sonra OECD (2014b)
tarafindan yayinlanan PISA 2012 teknik raporu gz Oniinde bulundurularak diger degiskenlerin
bilesiminden olusan degiskenler alinmig ve kalan degiskenler dosyadan g¢ikartilmistir. Daha sonra ise
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kay1p verilerden olusan degiskenler, kalan degiskenlere ait tiim kayip veriler ve u¢ degerler silindiginde
matematik performansi ile birlikte 35 degisken ve 62728 kisiden olusan hedef evren elde edilmistir.

Veri madenciligi yontemleri ¢cok fazla degiskenle ¢caligmakla birlikte, siniflandirmaya katkisi olmayan
degiskenlerin analizde bulundurulmasi yapilacak analizlerin ¢ok zaman almasia ve simiflandirma
performansinin diismesine neden olmaktadir. Bu amagla, bir veri 6n isleme siireci olan degisken segme
veri madenciliginde sik¢a kullanilan 6nemli tekniklerden biridir (Blum ve Langley, 1997; Liu ve
Motoda, 2001). Bu ¢alismada, WEKA Version 3.9.0 yaziliminda (Hall ve digerleri, 2009) yer alan
Information Gain Ranking Filter, Chi-squared Ranking Filter, Gain Ratio Feature Evaluator ve
Symmetrical Uncertainty Ranking Filter metotlar1 kullanilmigtir. Aragtirmanin bagimli degiskeni ve
birinci makul deger olan PVIMATH (Plausible Value 1) degiskeni, PISA uygulayicilar tarafindan
belirlenen ve Ogrencilerin matematikte yeterligini temsil eden alti diizeyden (OECD, 2014a) orta
diizeyin (482) altinda ve istiinde yer alan Ogrenciler seklinde iki kategorili bir degiskene
doniistiiriilmiistiir. Daha sonra 6grencilerin matematik performanslarina gore simiflandirmaya en ¢ok
katki saglayan ilk 10 degisken calismaya dahil edilmistir. Bu degiskenler, matematik 6z-yeterligi,
matematiksel benlik algisi, matematik kaygisi, ekonomik, sosyal ve kiiltiirel statii indeksi, problem
¢ozmeye agik olma, iilke, babanin egitim diizeyi (ISCED), anne egitim diizeyi (ISCED), 6gretmen
davranigi: 6grenciyi yonlendirme ve hesap makinesi kullanimidir. Bu ¢alismada, tiim analizler bu
degiskenler kullanilarak gergeklestirilmistir.

Arastirmada kullanilacak degiskenlere karar verildikten sonra analizlerin varsayimlari kontrol
edilmistir. Bu galigmada yapilacak analizlere yonelik olarak yapilan varsayim kontrollerinde 6rneklem
blyiikligliniin yeterli oldugu, kayip ve u¢ deger olmadigi, normalligin saglandigi, varyans-
kovaryanslarm homojen olmadigi, dogrusalligin kismen saglandigi, coklu baglanti ve tekilligin olmadigi
goriilmiistiir. Ayrica, Naive Bayes yoOntemi ic¢in kosullu bagimsizlik varsayimi saglanamamustir.
Analizlerde, IBM SPSS Statistics 23, Microsoft Office Excel 2016 ve WEKA Version 3.9.0
yazilimlarindan yararlanilmigtir. Model degerlendirilmesinde dogruluk orani, RMSE degerleri ve
modellerin islem hizlar1 kullanilmigtir. Yontem karsilastirma 6l¢iitii olarak kullanilan RMSE degerleri,
parametrik yontemlerin varsayimlarmi karsilamadigindan, bu degerlerin karsilastirilmasinda Friedman
testi kullanilmustir. Yontemlerin ikili karsilastirmalar1 ise Wilcoxon Isaretli Siralar testi ile yapilmustir.

Sonuc ve Tartisma

Bu arastirmada, farkli 6rneklem biiyiikliiklerinin ve test verisi oranlarimin yontemlerin performanslari
iizerinde yarattig1 etkiler su sekildedir:

1. Orneklem biiyiidiikce, tiim yontemlerin dogru smiflandirma performanslar1 artmis gecerligi ve
giivenirligi yiiksek sonuglar elde edilmistir.

2. Orneklem biiyiidiikce, Naive Bayes yonteminin analiz siiresi degismemekle birlikte diger yontemlerin
analiz islem siireleri uzamustir.

3. Test verisi oran1 orneklem biiyiikliigiine gore yontemlerin siniflandirma performanslarinda farkl
etkiler yaratmustir.

4. Orneklem biiyiidiikce test verisi oraninin arttirilmasinin yontemlerin performanslari iizerindeki etkisi
azalmstir.

5. Test verisi orani tiim verinin igte birinden az oldugunda da yiiksek dogru siniflandirma performanslari
elde edilmistir.

6. Orneklem biiyiidiikge test verisi orani tiim verinin iigte birinden fazla oldugunda bile giivenilir
siniflandirma performanslari elde edilebilmistir.

7. Tiim 6rneklem biiyiikliikleri i¢in test verisi oraninin degisimden en az etkilenen yontem Naive Bayes
yontemidir.

8. Orneklem biiyiikliigiiniin artmasindan en fazla etkilenen yontem lojistik regresyon analizidir.

ISSN: 1309 - 6575 Egitimde ve Psikolojide Olcme ve Degerlendirme Dergisi
Journal of Measurement and Evaluation in Education and Psychology 344



Koyuncu, i., Gelbal, S. / Comparison of Data Mining Classification Algorithms on Educational Data under Different
Conditions

9. Tiim kosullarda en diisiik dogruluk oranlar1 en yakin komsuluk yontemi ile elde edilmistir.

Kiigiik 6rneklemlerde, NB yontemi ile diger yontemlere gore, yiiksek dogruluk oranlari, daha az hatal
kestirimler yapilmis ve analizler ¢ok kisa slirede tamamlanmistir. Yapilan bazi aragtirmalarda da kiigiik
orneklemlerde NB yonteminin diger yontemlere gore daha iyi sonuglar verdigi goriilmiistiir (Goker,
2012; Hamalainen ve Vinni, 2006, Hamalainen ve Vinni, 2011, Kotsiantis ve digerleri, 2003;
Osmanbegovi¢ ve Sulji¢, 2012). Arastirmada LR yontemi, tiim kosullarda YSA yoOntemine gore daha
yiiksek performans gostermistir. Bu bulgu yapilan bazi arastirma sonuglarindan farkli olmakla birlikte
(Bahadir, 2013; Cirak, 2012; Tepehan, 2011) bu durumun olusmasinin en énemli nedeni veri yapisinin
LR analizi i¢in uygun olmasidir. LR ydntemi orta ve biiyiik 6rneklemlerde, daha az hatali ve daha yiiksek
dogrulukta kestirimler yapmaktadir. Dekker ve digerleri (2009) tarafindan yapilan ¢aligmada, benzer
biiyiikliikte 6rneklemde LR yontemi Bayes yontemine gore daha iyi performans gostermistir.

NB ve LR yontemlerinden sonra en yiiksek dogruluk oranlar1 sirastyla MLP ve KNN yontemleri ile elde
edilmigtir. Romero ve digerlerinin (2013) yaptiklar1 ¢alismada, numerik ve kategorik veri i¢cin KNN
yonteminin diger smiflandiricilara gére daha diisiik performans gostermistir. Benzer sekilde, bu
caligmada, orta ve biiyiik 6rneklemlerde, MLP yontemi KNN yonteminden daha az hatali sonuglar
vermistir. Ancak, kii¢iik érneklemlerde tersi bir durum s6z konusudur. Bu durum, KNN y&nteminin
MLP yontemine gore daha basit bir istatistiksel yapiya sahip olmasi ve segilen k degerinin en yakin
komsulugu belirlemede kiigiik 6rneklemlerde daha kararli davranmasindan kaynaklanmigtir,. MLP
yonteminde ise katman sayisinin 3 secilmesi agin egitilmesinde etkili olmasina ragmen kiigiik
orneklemlerde hata miktarmin fazla olmasina neden olmustur.

Bu c¢alismada, KNN yontemi diger yontemlere gore tiim kosullarda daha diisiik dogru simiflandirma
performansi gostermistir. Ancak, yapilan bazi arasgtirmalarda KNN yonteminin de en az YSA ve LR
yontemleri kadar performans gosterdigi gortlmiistiir (Minaei-Bidgoli, Kashy, Kortemeyer ve Punch,
2003; Yurdakul ve Topal, 2015). Benzer sekilde, Shahiri ve digerleri (2015), 2002 ile 2015 yillar1
arasinda uluslararasi veri tabanlarmda yaymlanan c¢alismalari karsilastirmis ve ortalama performans
agisindan NB yonteminin KNN ve YSA yontemlerine gore daha diisiik performans gosterdigi
gOriilmiistiir. Ancak, bu ¢alismada, NB yontemi 6zellikle kii¢iik ve orta biiyiikliikkteki drneklemlerde
daha yiiksek siniflandirma performansi gostermistir. Bazi arastirmacilar, farkli kosullar ve veriler i¢in
bir smiflandirma yonteminin en iyi oldugunu séylemek dogru olmadigini ifade etmislerdir (Romero ve
digerleri, 2013; Shahiri ve digerleri, 2015). Barker ve digerleri (2004) ise farkli yillarda mezun olan
ogrencilerin mezun olma durumlarina gore yaptiklar: siniflandirmada farkli yillarda verinin yapisina
gore farkli yontemlerin etkili olabilecegini gostermislerdir. Bu nedenle, bu arastirmadan elde edilen
bulgular, kullanilan verinin yapisi ve analiz kosullar1 ¢ercevesinde yorumlanmistir.

Bu arastirmada, Naive Bayes yontemi i¢in kosullu bagimsizlik varsayiminin saglanmadigi bir veri ile
analizler gerceklestirilmistir. Bu sonug, Hamalainen ve Vinni (2011) tarafindan belirtildigi gibi, Naive
Bayes'in kosullu bagimsizlik varsayimi karsilanmamis olsa bile iyi performans gosterebilecegini
gostermistir. Yapilacak arastirmalarda bu varsayimin saglandigi, k-en yakin komsuluk yontemi igin
secilecek k degerinin farkli sekillerde belirlendigi, yapay sinir aglar1 yonteminde, katman sayisinin
secildigi, lojistik regresyon analizi ve yapay sinir aglar1 yontemleri i¢in varyans-kovaryans matrislerinin
homojenliginin saglandig1 kosullarda yontemlerin smiflandirma performanslar1 degerlendirilip
karsilastirilabilir.

Benzer kosullarda yapilacak uygulamalarda Naive Bayes yoOnteminin kullanilmasi, zaman kaybi1
yasanmadan gecerligi ve giivenirligi yiiksek sonuglarin elde edilmesini saglayacaktir. benzer kosullar
icin yapilacak uygulamalarda daha yiiksek simiflandirma performansi saglayabilmek i¢in diger
yontemler, k-en yakin komsuluk yontemine tercih edilebilir. Orneklem biiyiikliigii fazla oldugunda
Naive Bayes ve lojistik regresyon yontemlerinin YSA’ya tercih edilmesi daha ytiksek performans ve
zaman tasarrufu saglayacaktir.
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