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Abstract  

Soil temperature not only affects many soil properties, but also has a significant effect on plant 
development. Knowing and correct estimation of soil temperature is important for both soil management and 
crop production. The accuracy of temperature forecasts is very important, especially for the countries that 
stand out with their agriculture-based economies. Therefore, in recent years, different artificial intelligence 
methods have been used in soil temperature predictions. Deep learning methods lead the way in achieving high 
prediction accuracy. In this study, a Long Short-Term Memory (LSTM) network, which is a deep learning (DL) 
sub-architecture, is proposed to create an effective model for soil temperature prediction. The data used in the 
study are the daily soil temperatures at a depth of 50 cm for the years 2013-2021 of Bingöl province. For the 
training of the proposed LSTM model, 89% of the data set within the scope of the study was used, and. The 
remaining 11% was estimated by the model for assessing model success. The RMSE value as a result of the 
estimation made by the trained LSTM model was obtained as 1.25. The high estimation accuracy of the 
proposed model showed that this model could be successfully applied in temperature data estimation studies. 
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Uzun Kısa Süre Bellek (LSTM) ile Toprak Sıcaklığının Tahmini 

Öz 
 
Toprak sıcaklığı, toprağın birçok özelliğini etkilediği gibi bitki gelişimi süreçlerinde de önemli düzeyde 

etki yapmaktadır. Toprak sıcaklığının bilinmesi ve doğru tahmini hem toprak yönetimi hem de bitkisel üretim 
için önem arzetmektedir. Özelliklede tarıma dayalı ekonomileriyle öne çıkan ülkeler için sıcaklık tahminlerinin 
doğrululuğu çok önemlidir. Bu yüzden son yıllarda toprak sıcaklık tahminlerinde farklı yapay zeka yöntemleri 
kullanılmaya başlanmıştır. Derin öğrenme yöntemleri yüksek tahmin doğruluğu elde etmede bu konuda 
öncülük etmektedir. Bu çalışmada toprak sıcaklığı tahmininde etkin bir model oluşturmak için derin öğrenme 
(DL) alt mimarisi olan Uzun Kısa Süreli Bellek (LSTM) ağı önerilmiştir. Çalışmada kullanılan veriler Bingöl İline ait 
2013-2021 yıllarına ait 50 cm derinlikteki günlük toprak sıcaklıklarıdır. Çalışma kapsamındaki veri setinin %80’ni 
önerilen LSTM modelinin eğitimi için kullanılmıştır. Geriye kalan %20’si ise model tarafından tahmin edilerek 
model başarısı ölçülmüştür. Eğitilen LSTM modelinin yapmış olduğu tahmin sonucundaki RMSE değeri 1.25 
olarak elde edilmiştir. Önerilen modelin tahmin doğruluğunun yüksek olması, sıcaklık verileri tahmini 
çalışmalarında bu modelin başarılı bir şekilde uygulanabileceğini göstermiştir. 

 
Anahtar kelimeler: Toprak sıcaklığı, Sıcaklık tahmini, Derin öğrenme, LSTM. 
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Introductıon 
Soil temperature significantly effects on 

physical, chemical and biological events that occur 
in the soil. Chemical and biological activities in soil 
almost cease in frozen soils, however, physical 
decomposition continues effectively. For example, 
at temperatures below 5˚C, root development of 
most plants comes to a halt. Availability of soil and 
air temperature data is very important for 
understanding plant-soil relationships and for 
making comments on soil use (Dinç and Şenol 
1998). Because the temperature change in the soil 
has a significant effect on the formation of soil 
microclimate, soil properties and plant growth 
processes also change (Ekberli and Sarılar 2015). 
This effect directly influences microorganism 
activity of soil, germination, plant growth, 
prosthesis, physical decomposition, soil fertility, 
soil organic matter, soil moisture. For example, 
temperature fluctuations in the soil have a very 
significant effect on carbon (C) and nitrogen (N) 
mineralization of the soil and thus the vegetation 
period of the plants. The release of nitrogen or 
carbon dioxide depends on  soil temperature, as 
well as growth and development of plants,  
nutrient mineralization of plants, the nutrient 
diffusion in  soil,  organic matter ratio in  plants,  
water absorption and transport of water to stem, 
so the soil temperature has great effects on the 
functions of the plant root (Aslay and Ustun 2013; 
Bond-Lamberty et al. 2005; Buckman and Brady 
1922; Demiralay 1993; Gao et al. 2007; Guntiñas et 
al. 2012; Guo et al. 2014; Li et al. 2013; Migała et 
al. 2014; Schütt et al. 2014; Seyfried et al. 2001; 
Tenge et al. 1998; Wang et al. 2006).  

Soil temperature, an important 
meteorological parameter, is of great importance 
in many fields such as pedology, geology, 
agriculture, ecology and hydrology. Knowing the 
soil temperature is very important for the 
countries that have an important place in 
agriculture in their economies (Aslay and Ustun 
2013). Therefore, knowing and estimating the soil 
temperature has become a necessity. 

 In recent years, studies have used today's 
technological possibilities to accurately predict 
meteorological data. In particular, it benefits from 
applications of numerous heuristic-driven models 
such as deep learning (DL), artificial neural 
networks (ANN), machine learning (ML) and 
statistical methods.  

 In a study, a model was developed that 
predicts monthly average soil temperatures of 
coming year by using monthly average 
meteorological data  measured between 1970-
2011 at 88 provincial stations  in Turkey. Different 
ANN models were tested for soil temperatures at 

different depths. It has been determined that the 
prediction results in the ANN models were much 
better than the prediction results in the regression 
models, and the prediction results in the artificial 
neural network models were much closer to the 
measured real soil temperatures (Aslay and Üstün 
2013). 

 Liu et al. (2021) proposed an adaptive deep 
learning prediction model for environmental data 
collection and accurate prediction of soil moisture 
and temperature. A data acquisition system is 
designed to collect long-term and equidistant time 
series data. A deep learning model based on LSTM 
was applied to predict soil moisture and 
temperature using the obtained temperature and 
humidity and soil moisture and temperature data. 
It has been proven that the proposed Model can 
obtain and manage the required data effectively 
and the prediction model can provide reliable 
prediction of soil moisture and temperature based 
on ambient temperature and humidity time series 
data (Liu et al. 2021).  After that, Li et al. (2022) 
developed a new Long Short-Term Modeling 
(LSTM) model (ILSTM_Soil) for soil temperature 
and moisture estimations, and reported that the 
ILSTM_Soil model outperforms other existing 
prediction models in most cases (Li et al. 2022). 

 In another study, researchers developed a 
regional network of systems for soil moisture 
prediction based on the ERA5 climate reanalysis 
dataset, an open-source meteorological dataset 
published by the Copernicus Climate Change 
Service. Daily maximum and minimum air 
temperature, precipitation and vapor pressure 
values for the years 2011-2020 were used as data 
and they developed an iterative neural network to 
predict volumetric soil moisture after three days. A 
regional scale LSTM network was designed and 
trained using data from 2011 to 2016 at 28 
locations covering four main soil types. The trained 
LSTM network was tested on 2017–2018 data. The 
obtained results were compared with a statistical 
algorithm and a classical machine learning 
approach. In the results obtained, it was seen that 
the LSTM network was more successful (Filipović et 
al. 2022). 

 Another research group estimated the 
average air temperature with the CNN model, 
using the monthly average vapor pressure and 
relative humidity of Antalya for the years 2000-
2016, using the relevant month and year data. The 
CNN model performance was compared with 
statistical techniques. As a result, it has been 
observed that the predicted values in the CNN 
model were compatible with the real average air 
temperature values (Akyüz et al. 2020). 
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 Suzen and Kayaalp (2018) made 
temperature predictions with the LSTM,  using 
pressure, wind speed, humidity and temperature 
data obtained from the General Directorate of 
Meteorology for the city center of Isparta (Süzen 
and Kayaalp 2018). In the literature reviews, it has 
been understood that deep learning models are 
increasingly used in the estimation of 
meteorological data. It is known that deep learning 
models obtain different results on different data. 
For this reason, it is necessary to design new deep 
learning models for the prediction of soil 
temperature information in different locations.  

The purpose of this study, for the first time, 
a new method has been proposed for the 
estimation of soil temperature values at 50 cm 
depth in Bingöl province. In the proposed method, 
firstly, the data obtained from the meteorological 
center was pre-processed and the data were made 
ready for the training of the LSTM model. Then, a 
unique LSTM network was designed and training 
and testing processes were carried out. 
  

Material And Method 
 
Study Area 

The place where the values in the data set 
were obtained is the province of Bingöl, as shown 
in Figure 1. Bingöl has an average elevation of 1745 
m. Mountainous areas, valleys, plateaus, plains and 
basins constitute the main landforms. (Avcı et al. 
2018). Bingöl and its surroundings are open to 
humid-cool air masses from the north and due to 
the elevation factor, summers are hot and winters 
are cold. The annual average temperature is 12.1 
0C. Annual rainfall is 873.7 mm. The number of 
days with snow is 24.5 days and the number of 
days with frost is 94.1 days. 
 

 
Figure 1.World map (a), Map of Türkiye (b), City  

and central district map (c) 
 
Deep Learning (DL) 

Deep learning is a sub-branch of artificial 
intelligence and is the general name of 
architectures used in solving many different 
problems. There are many different architectures 

in deep learning these are convolutional neural 
networks, deep autoencoders, Long Short Term 
Memories (LSTM) and deep graph networks. These 
architectures achieve different successes in 
different data types (Inik and Ulker 2022). For 
example, convolutional neural networks generally 
provide high success on image data (Inik and Turan 
2018). While deep autoencoders are used in 
segmentation problems, the LSTM architectures 
have been successfully implemented in time series. 
In the study, it has been understood that the best 
architectures that can be applied for temperature 
data are LSTM networks. For this reason, LSTM 
networks are used in this study. 
  
Long-Short-Term Memory (LSTM) 

Deep learning has a wide range of uses in 
artificial intelligence applications. For this reason, 
new deep learning architectures have been 
developed for different problems. One of them is 
the LSTM that is applied successfully in time series 
(Hochreiter and Schmidhuber 1997). 

 
Figure 2. The LSTM architecture (Xiao and Yin 

2019) 
 

The LSTM architecture consists of 
sequential blocks that repeat each other as shown 
in Figure 2. The LSTM structure usually consists of 
3 different layers: input, output, and forget. In this 
architecture, 𝑋𝑡 and ℎ𝑡−1 information are used as 
inputs, and it is decided which information to 
delete. These operations are done using Equation 1 
in the forget layer (𝑓𝑡). During this process, the 
sigmoid is used as the activation function. 
 

𝑓𝑡 = sigmoid (𝑊𝑓,x*𝑋𝑡 + 𝑊𝑓,ℎ*ℎ𝑡−1 + 𝑏𝑓)                     1                       

                                                                                               
In the second step, the input layer, where 

new information will be determined, comes into 
play. Here, the information is first updated with 
the sigmoid function (Equation 2). 
 
𝑖𝑡 = sigmoid (𝑊𝑖,x*𝑋𝑡 + 𝑊𝑖,ℎ*ℎ𝑡−1 + 𝑏𝑖)                       2 
 

In the next Equation, the candidate 
information that will form the new information is 
determined (Equation 3). 
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𝐶 ̃𝑡 = 𝑡𝑎𝑛ℎ (𝑊𝑐,x * 𝑋𝑡 + 𝑊𝑐,ℎ *ℎ𝑡−1 + 𝑏𝑐)                      3 
 

In Equation 4, 𝐶𝑡 is obtained which denotes 
new information. 
 
𝐶𝑡 = 𝐶𝑡−1*𝑓𝑡 + 𝑖𝑡 * 𝐶 ̃ 𝑡                                                    4 
 

The result data is obtained by using the next 
equations from the last output layer (Equations 5 
and 6) 
 

𝑜𝑡 = 𝜎 (𝑊𝑜,x * 𝑋𝑡 + 𝑊𝑜,ℎ * ℎ𝑡−1 + 𝑏𝑜)                           5 
 
ℎ𝑡 = 𝑜𝑡 * 𝑡𝑎𝑛ℎ (𝐶𝑡)                                                         6 
 

By repeating the process outlined above, 
the Model weight (𝑊) and bias (𝑏) parameters are 
learned in a way that minimizes the difference 
between the LSTM output values and the actual 
training values.(Fischer and Krauss 2018; Kara 
2019; Sagheer and Kotb 2019).  
 
Proposed Method 

The flow chart of the proposed method is 
given in Figure 3. Pre-processing was applied to 
make the received data suitable for the LSTM. The 
obtained data set is divided into two parts as 
training and testing. More than one LSTM model 
was designed and trained in experimental studies. 
Among these models, the model with the lowest 
error value was taken and applied on the test data. 
Thus, the model with the best performance in the 
proposed method was obtained. 
 

 
Figure 3. Flow chart of the proposed method 
 
Data Preprocessing 

The raw data of 3288-day soil temperature 
at 50 cm depth between 2013-2021 from the 
17203-station affiliate to the Bingöl Provincial 
Meteorology Directorate are given in Figure 4. 
Analyzed data indicated that, the temperature in 
winter (December, January and February) is usually 
close to zero. In the studies carried out, it has been 

observed that the average temperature increases 
as you go deeper from the soil surface in winter, 
and the average temperature decreases as you go 
deeper from the surface in summer (Ekberli et al. 
2017).  
 

Figure 4.  Raw data from meteorology (2013) 
 

The data in Figure 4 has been converted 
into a time series suitable for training deep 
learning models. Since some days from the station 
were not recorded, it was recorded as blank. These 
blanks was filled with the data of the previous day. 
The edited data are shown in Figure 5. 
 

 
 
Figure 5. Graph of soil temperature data obtained 

as a result of data preprocessing 
 
The LSTM Model Design 

In the study, more than one LSTM network 
was designed for soil temperature prediction. The 
architecture of the model with the lowest 
regression error among these models is given in 
Figure 6. The properties of each layer of the model 
are given in Figure 7.  
 

 
Figuru 6.Architecture of the Proposed LSTM Model 
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Figure 7. Features in each layer of the proposed 

LSTM. 
 
Performance Calculation Criteria 

There are error criterion measures, which 
are special formulas that provide evidence about 
the working type and reliability of an algorithm or 
model. These criteria, which are widely used in the 
literature; Root Mean Square Error (RMSE), Mean 
Square Error (MSE), R Squared Score (R2) and 
Mean Absolute Error (MAE) (Sevinç and Kaya, 
2021). In this study, the RMSE method given in 
Equation 7 was used to measure the performance 
of the proposed model. The RMSE is the root mean 
square error of the predicted values and is one of 
the most important performance criteria 
(Demirezen 2020) 
 
 

           𝑅𝑀𝑆𝐸 = √
∑  (𝑥𝑖 − y𝑖 )2𝑛

𝑖=1

𝑛
                                    7 

 
Where, xi is the predicted value, yi is the 

actual value, and n is the total number of data.  
 

Results And Discussion  
The training processes of the proposed 

LSTM model were performed using the Deep 
Learning Library of the MATLAB R2021b software. 
The model was trained with an epoch number of 
500 and a initial learning rate of 0.001. Eighty-nine 
percent of the data set was used for training and 
remaining 11% was used for testing. The RMSE and 
error convergence graph obtained by the model 
during the training phase are given in Figure 8.   
 

 
Figure 8. The RMSE and loss convergence graph 

obtained by the    model during training 
 

The regression graph obtained by the model 
is given in Figure 9. It is clearly seen that the 
estimated graph almost exactly coincides with the 
real graph.  
 

 
Figure 9. Actual and estimated values obtained 

with the proposed LSTM model 
 

The error values obtained by the model at 
each point are given in Figure 10. The RMSE values 
of the errors in Figure 10 were obtained as 1.25. 
 

 
Figure 10. RMSE value of soil temperature data 

estimated by LSTM 
 

In Figure 11, soil temperature data for a 
total of 3288 days between 2013-2021 are given. It 
is seen that in the summer months the soil 
temperature increases, while in the winter months 
the temperature decreases and periodically 
continues in this way. The soil temperature of the 
last 361 days, shown in red, was estimated by the 
proposed model. Looking at the graph, it is 
understood that the model has achieved a 
successful graph. 
 

 
Figure 11. Estimated and actual values obtained 

with the proposed LSTM models 
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The LSTM model was used for the first time 

on the data set obtained within the scope of this 
study. However, it has been seen in the literature 
that different models are run on different data 
sets. Considering the LSTM accuracy rate of 
temperature prediction from Sevinç and Kaya deep 
learning methods, the RMSE values are seen as 
1.859 (Sevinç and Kaya 2021). In another study, 
Kara found the RMSE value to be 19.39% (Kara 
2019). Kreuzer et al. found the RSME value of the 
LSTM network accuracy ratio they proposed in the 
data obtained from different meteorological 
stations in Germany as 2.83 (Kreuzer et al. 2020).  

 Although the studies were conducted on 
the data in different regions, the performance of 
the proposed method was compared with these 
studies because the problem sought to be solved 
was the same and the method used was similar. 
When the proposed method was compared with 
similar studies, it was observed that the RMSE 
value obtained was much lower. It has been seen 
that the proposed LSTM architecture predicted soil 
temperature estimation with better performance. 
The most important reason why the proposed 
model exhibits better perfonmas than other 
studies is that a hybrid deep learning architecture 
is designed. In particular, the use of the LSTM 
model in the architecture as a hybrid with GRU has 
increased performance. 
 

Conclusions And Recommendations 
Soil temperature, one of the parameters of 

meteorology, is related to pedology, geology, 
agriculture, ecology and hydrology and many 
more. It is especially important in the field of soil 
science. Because quickly learning and estimating 
the soil temperature contributes to the healthy 
operation of both soil management and plant 
production plans. This situation is of great 
importance for countries whose economies consist 
mostly of agriculture. Today, the rapid 
development of technology provides the 
advantage of solving problems in an accurate and 
easy way. The advantage of technology is also felt 
in the agricultural field. In particular, deep learning 
(DL) architectures used in forecasting climate data 
provide great convenience. From this point of 
view, in this study, the LSTM architecture, which is 
the sub-architecture of DL, was used to predict soil 
temperature. 

The data used in the study are the daily soil 
temperatures at a depth of 50 cm for the years 
2013-2021 of Bingöl province. For the training of 
the proposed LSTM model, 89% of the data set 
within the scope of the study was used. The 
remaining 11% was estimated by the model and 

model success was measured. The RMSE value as a 
result of the estimation made by the trained LSTM 
model was obtained as 1.25. The high estimation 
accuracy of the proposed model has shown that 
this model can be successfully applied in 
temperature data estimation studies. 
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